Verification of generic fidelity recovery in a dynamical system
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We study the time evolution of fidelity in a dynamical many-body system, namely, a kicked Ising model, modified to allow for a time-reversal invariance breaking. We find good agreement with the random matrix predictions in the realm of strong perturbations. In particular for the time-reversal symmetry breaking case the predicted revival at the Heisenberg time is clearly seen.
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I. INTRODUCTION

In recent years, there has been a great surge of interest in fidelity decay [1–8] mainly because fidelity has become a benchmark for the accuracy and stability of any physical implementation of a quantum protocol (see, e.g., [9–12]). Yet interesting relations to decoherence [13,14] and to the stability of dynamics [3,15] have been noted. Finally, there are recent experiments in nuclear magnetic resonance [7], elasticity [2], and microwave cavities [1].

Ever since Wigner proposed to use random matrix models to describe dynamics of complicated systems, the classical random matrix ensembles [16] have played an important and rapidly expanding role in the description of chaotic dynamics [17–22]. It therefore seemed natural to develop a random matrix theory (RMT) description of fidelity decay [23]. This theory has been successful in describing the behavior of dynamical models and actual experiments [1,2]. While in this early work linear response (LR) results were exponentiated (ELR) to describe long-time behavior quite well, in a more recent paper it was shown that the RMT model presented in [23] can be solved exactly in the limit of large Hilbert space dimension [24,25]. These exact results show a puzzling, though in absolute terms weak, revival of the ensemble-averaged fidelity amplitude at the Heisenberg time. The predicted revival is strongest for the Gaussian symplectic ensemble, and weakest for the Gaussian orthogonal ensemble (GOE).

For the time being experiments are far from the realm of parameters where this effect or any significant deviations from ELR can be seen. Also a simple intuitive understanding of the revival is missing. It seems therefore desirable to show that the effect in principle can be seen in a dynamical model.

In the present paper we thus intend to show that this effect exists in a dynamical many-particle model in which we can carry calculations beyond the Heisenberg time for very large systems, and for large perturbation strength. The system we shall consider is a modification of the kicked Ising chain [3]. Since we are dealing with a kicked system we have to focus on the Floquet operator and hence we have to compare to the so-called circular ensembles of unitary matrices. Note that in the large-dimension limit the statistics for spectral fluctuations coincide. We introduce a multiple kick in order to break an antiunitary symmetry that plays the role of time inversion and which we still call time-reversal invariance (TRI). To consider TRI breaking evolution is useful as the revival at the Heisenberg time is in absolute terms three orders of magnitude larger for the Gaussian unitary ensemble (GUE) than for the GOE. The unperturbed Hamiltonians used for both the TRI and the non-TRI situations are fixed such as to yield very good agreement with the spectral statistics expected for the GOE or GUE, respectively. This choice is certainly not unique as we could further modify the kick structure, but this is not contemplated. The perturbation strength appearing in the RMT model as a free parameter can be determined from the dynamics via correlation functions. In both cases we shall thus find good agreement between the fidelity of the dynamical model and RMT without any free parameters.

The effects we look at are of the order of a part in a thousand or less for the ensemble average, and we wish to analyze whether they can be seen in an individual system. For this to be the case we need large enough Hilbert spaces such that the time evolution samples a large domain of eigenfrequencies of the system, which in turn gives the opportunity for self-averaging. In the specific case of kicked spin chains we can numerically handle time evolution for up to 24 qubits for moderate times.

Fidelity describes the evolution of a cross-correlation function of a given initial state under two different Hamiltonians or, equivalently, the evolution of the autocorrelation function under the so-called echo dynamics [26]. The meaning of the latter term is a composition of the forward time evolution by some Hamiltonian and backward time evolution by a slightly different one. For an initial state $|\phi(0)\rangle$ evolving under some unperturbed unitary dynamics $U_0(t)$ and the same state evolving under a perturbed but still unitary dynamics $U_\epsilon(t)$ the fidelity amplitude reads as

$$f(t) = \langle\phi(0)|U_0^\dagger(t)U_\epsilon(t)|\phi(0)\rangle.$$ (1)

Fidelity itself is defined as $F(t) = |f(t)|^2$. 
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We shall first review the RMT results, and give a brief summary of the linear response and exact solutions. Next we discuss the generalized kicked spin model and show that we can reach sufficiently large Hilbert spaces and sufficiently strong perturbations to be in the desired regime. First we check that for a suitable nonintegrable parameter regime of the model we can have GOE statistics for the TRI conserving model and GUE statistics for the TRI violating model. Finally, we compare the model results for fidelity decay with the corresponding RMT predictions.

II. RANDOM MATRIX RESULTS

Let \( H_0 \) be the unperturbed Hamiltonian, chosen from one of the Gaussian ensembles, and

\[
H_\epsilon = H_0 + \frac{\sqrt{\epsilon}}{2\pi} V
\]

the perturbed one. This somewhat unusual definition of the perturbation strength \( \epsilon \) has been applied for convenience of comparison with the RMT results. The fidelity amplitude is then given by Eq. (1) with \( U(t) = \exp(-2\pi iH_\epsilon t) \) and \( U_\epsilon(t) = \exp(-2\pi iH_0 t) \). It is assumed that \( H_0 \) has mean level spacing of 1, and thus \( t \) is given in units of the Heisenberg time \( \tau_H \). The variance of the off-diagonal elements of \( V \) is chosen to be 1.

Gorin et al. [23] calculated the Gaussian average of the fidelity amplitude in the regime of small perturbations using the linear-response approximation

\[
f(t) \sim 1 - \epsilon C(t)
\]

where \( C(t) \) is given by

\[
C(t) = \frac{t^2}{\beta} - \frac{t}{2} - \int_0^t \int_0^t b_{2,\beta}(x')d\tau' dx,
\]

\[
1 - b_{2,\beta}(t)
\]

is the spectral form factor, and \( \beta \) is the universality index, i.e., \( \beta = 1 \) for the GOE, 2 for the GUE, and 4 for the Gaussian simplectic ensemble. For an explicit calculation, knowledge of the spectral form factor is thus sufficient. Using the ELR approximation,

\[
f(t) \sim e^{-\epsilon C(t)},
\]

the authors were able to describe quantitatively the crossover from Gaussian to exponential decay with increasing perturbation strength.

It is obvious that the linear-response approximation must break down for large perturbations. In a recent paper Söckmann and Schäfer applied supersymmetry techniques to calculate Gaussian averages of the fidelity decay for arbitrary perturbation strengths [25]. In order to apply the supersymmetry framework, the authors considered the state-averaged version of Eq. (1) using the Hamiltonians defined above and the perturbation parameter \( \epsilon \),

\[
f(t) = \frac{1}{N} \text{Tr}[e^{2\pi iH_\epsilon t}e^{-2\pi iH_0 t}],
\]

where \( N \) denotes the Hilbert space dimension, hence making it independent of the state considered.

The exact results obtained in Ref. [25] are in good agreement with the linear-response result for very small perturbations and also confirm the validity of the ELR approximation for moderate perturbation strengths, and indeed whenever the fidelity is not too small. However, these calculations also revealed an important generic feature, which motivated the present work: for very strong perturbations, the fidelity amplitude shows a partial recovery at the Heisenberg time.

For the GUE case the result for the fidelity amplitude reads

\[
f(t) = \begin{cases} 
  e^{-(\epsilon^2 t)} \left[ s \left( \frac{\epsilon}{2} t \right) - t s' \left( \frac{\epsilon}{2} t \right) \right], & t \leq 1, \\
  e^{-(\epsilon^2 t^2)} \left( s(t) - \frac{1}{t} s'(t) \right), & t > 1,
\end{cases}
\]

where

\[
s(x) = \frac{\sinh(x)}{x},
\]

and \( s'(x) \) denotes its derivative. For the GOE case, the result is not so simple and is expressed in terms of one-dimensional integrals [25].

III. THE MULTIPLY KICKED ISING MODEL

We next introduce the multiply kicked Ising (MKI) model as a modification of the kicked Ising model introduced in [3]. The evolution operator corresponding to one time step is

\[
U_{\text{MKI}} = \prod_{n=1}^{M} U_{\text{Ising}}^{(n)},
\]

with

\[
U_{\text{Ising}} = \exp(-iJ \sum_{j=0}^{L-1} \sigma_j^{x} \sigma_{j+1}^{x}),
\]

\[
U_{\text{kick}}^{(n)} = \exp(-i \sum_{j=0}^{L-1} \hat{b}_{(n)} \cdot \sigma_j),
\]

and periodic boundary conditions \( \sigma_L = \sigma_0 \). Here \( \sigma_j^{x,y,z} \) are the Pauli matrices corresponding to spin 1/2 at position \( j \), and \( \sigma_j = (\sigma_j^{x}, \sigma_j^{y}, \sigma_j^{z}) \). The system defined in Eq. (9) represents a periodic one-dimensional array of \( L \) spin-1/2 particles which periodically receive a sequence of \( M \) different kicks of instantaneous magnetic field pulses equally spaced in time. The free evolution \( U_{\text{Ising}} \) is simply given by the Ising interaction between nearest neighbors, with dimensionless strength \( J \) which we fix to 1 in the numerical simulations. Each of the \( M \) kicks is an instantaneous and homogeneous magnetic field characterized by the dimensionless vector \( \hat{b}_{(n)} \).

Due to the two-body interaction of the system, we are able to evaluate efficiently the evolution of any state [3], and hence, as noted in [27], also its spectrum. In the previous model [3] the same kick was applied periodically, that is, \( M = 1 \).

Since we wish to compare the behavior of fidelity in our model system with the average behavior of an ensemble of
Consider now the case in which we have only one periodic kick, that is, $M = 1$ in $U_{\text{MKI}}$. Rotating each individual spin, the magnetic field $(\vec{b}(1))$ can be made to have only components in the $xz$ plane. The Hamiltonian will have only real components in the basis in which $\sigma^x_j$ are real, hence an antiunitary symmetry becomes evident. This symmetry $K$ (complex conjugation in the basis mentioned above) is not time reversal, since spin is being reflected in the $xz$ plane of each qubit, instead of being reversed. Furthermore, this symmetry will change the sign of $k$ and hence, by itself, will not provide an antiunitary symmetry within the invariant subspaces. Recalling that $\hat{\mathcal{P}}$ also reverses the sign of $k$, we observe that the combined operator $\hat{\mathcal{P}}K$ will provide each of the invariant subspaces with an antiunitary symmetry, which we call time-reversal invariance. We expect then that for $M = 1$ the system will have a range of parameters in which each invariant subspace will behave as a typical member of the GOE for some values of the parameters that are sufficiently well separated from the exactly solvable cases of longitudinal and transverse fields [28]. Numerical evidence favoring this statement is presented in Figs. 1 and 2.

Effectively we have, for each of the invariant subspaces, a Heisenberg time given by $\hbar t = 2L/L$ (the approximate number of levels) except for TRI subspaces for which we shall have $\hbar t = 2^{L-1}/L$.

The perturbation we shall consider is a kick in the $x$ direction

$$A = \sum_{j=0}^{L-1} \sigma_j^x$$

in the Floquet propagator [Eq. (9)]

$$U_{\text{MKI},\delta} = U_{\text{MKI}} \exp(-i \delta A).$$

Comparing the linear response formula for the dynamical model [3]

$$f(t) = 1 - \frac{\delta^2}{2} \sum_{t'=\tau+1}^{\tau-1} C(t')$$

with the correlation function $C(t) = 2^{-2} \text{Tr} A U^\dagger(t) A U(t)$ in the random matrix model, we connect the perturbation strengths...
\[ \epsilon = 2^L \delta^2 \sigma. \]  

Here \( \sigma = \lim_{n \to \infty} \lim_{N \to \infty} \frac{1}{2} \sum_{t=1}^{N} C(t) \) is the integrated correlation function of the unperturbed dynamics.

Note that the perturbation will have all the symmetries presented, so that it will not mix the different invariant subspaces. Thus, if we consider an initial state with components from all the \( \mathcal{H}_k \) spaces, we will obtain an average of fidelity over \( L \) different initial conditions each in a different \( \mathcal{H}_k \) space.

**IV. RESULTS**

Since the effect we want to observe is extremely small, we must have a full understanding of the most important causes of deviation in the evaluation of fidelity in Eq. (6). Note that here we are taking two averages, one of them over the ensemble of Hamiltonians and the other one over the ensemble of initial conditions. The first of these averages we are not going to evaluate in our numerical model since we want to show that an individual quantum chaotic system (in the limit of large Hilbert space dimension) actually behaves according to the random matrix ensemble average over the appropriate symmetry class. The other average (over the Hilbert space) is possible to evaluate in an exact way, taking the average over an orthonormal basis resulting in a trace operation. In practice, for very large Hilbert spaces this method is not efficient. Instead we shall use an approximation which introduces an error that can be made as small as desired.

Let us first comment on the latter source of error. For any operator \( A \), we have that

\[ \text{Tr} A = \langle A \rangle_\phi, \]  

where \( \langle \cdot \rangle_\phi \) denotes the average over Gaussian random states \( |\psi\rangle = \sum_{i=1}^{N} |x_i|t\rangle \), where \( \{|i\rangle\}_{i=1,..,N} \) is an orthonormal basis and \( x_i \) are independent complex Gaussian distributed random numbers with standard deviation \( 1/\sqrt{N} \). Then, we have that

\[ \text{Tr} A = \frac{1}{m} \sum_{m=1}^{m} \langle \psi_m | A | \psi_m \rangle, \]  

(17)

Of course letting \( m \to \infty \) will make the average exact. But for large \( N \) it turns out that already taking a small number of states is enough to have a very good approximation of the expected value of \( A \). So we shall evaluate Eq. (6) with the aid of Eq. (17). In particular for the sizes of the Hilbert spaces considered here (up to \( 2^{30} \)) the number of states needed to achieve the precision required is much smaller than the dimension of the space. In our case we want to evaluate the expectation value of the echo operator

\[ M_i = U^\dagger_i(t) U(t) \]  

(18)

for different values of \( t \). For a fixed value of \( t \) we have a distribution of values of \( \langle \psi | M_i | \psi \rangle \) and hence an associated standard deviation. Although at \( t=0 \) this standard deviation is zero, after a transient time it approaches a stationary value, determined by finite size effects. We shall call this value \( \sigma_{\text{finite average}} \). Then the error in the evaluation of \( \text{Tr} M_i \) will be

\[ \sigma_{\text{finite average}}/\sqrt{m} \]  

(19)

if we take \( m \) sample states. Estimating numerically this value is trivial since for \( m \) different realizations we can evaluate the standard deviation at each time and then average over time, for \( t \)'s larger than the transient time.

Considering only one particular Hamiltonian will also cause some deviations from the exact RMT formula: recall that to obtain say, Eq. (7), we averaged over an ensemble of Hamiltonians. Even if we obtain the exact trace of the echo operator its value will fluctuate in time around the ensemble-averaged value. These fluctuations can be characterized with a standard deviation \( \sigma_{\text{intrinsic}} \). For a fixed Hamiltonian the only way to decrease this number is to increase the dimension of the system. In practice, for computational reasons, we can only achieve results for up to 20 qubits for times of the order of Heisenberg time.

Since those two effects can be assumed to be completely independent, the total average deviation of Eq. (6) will be given by

\[ \sigma_{\text{total}}^2 = \sigma_{\text{intrinsic}}^2 + \frac{\sigma_{\text{finite average}}^2}{m}. \]

(19)

We can estimate \textit{a posteriori} this quantity very easily, since we know that the imaginary part of the ensemble-averaged fidelity amplitude is zero for all times: \( \text{Im} f(t) = 0 \). Hence computing the fluctuations of the imaginary part of the data obtained will give us \( \sigma_{\text{total}} \) and hence \( \sigma_{\text{intrinsic}} \) (recall that evaluating \( \sigma_{\text{finite average}} \) is trivial). The knowledge of \( \sigma_{\text{intrinsic}} \) will give us an estimate for the minimal value of \( m \) needed to estimate the value of \( \text{Tr} M_i \) with sufficient accuracy. In the results shown in this section, we always have

\[ \sigma_{\text{finite average}}/\sqrt{m} \ll \sigma_{\text{intrinsic}}. \]

We now turn our attention to the numerical results obtained. We shall set \( \vec{B}^{(1)}=(1.4, 1.4, 0) \). For the GOE case \( (M=1) \) we do not need to specify any other parameter except for the number of qubits and the strength of the perturbation. The resulting value of the integrated correlation function is found to be \( \approx 1.27 \). In case we want to observe the GUE prediction we set \( M=2 \), take the same \( \vec{B}^{(1)} \) as in GOE case and \( \vec{B}^{(2)}=(1, 0, 1) \). The integrated correlation function is found to be \( \approx 0.93 \).
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For the perturbation parameter changes the behavior of fidelity. Even for fairly large perturbations ($\epsilon_1=10.3$) we obtain a fairly good approximation with ELR, which almost coincides with the exact RMT result. For larger perturbations, deviation of the ELR from exact RMT are big enough to be observed, and indeed they are observed clearly for $\epsilon_1=10.3$. For $\epsilon_1=20.6$, where we should observe a recovery, the behavior at those low fidelities is shadowed by the intrinsic error. Here we chose sufficiently many initial conditions so that the finite average error is considerably smaller than the intrinsic error.

In Fig. 4 we show, again for the GUE-type system, how increasing the number of qubits decreases the deviation from RMT prediction. We fix the effective perturbation [which scales with the number of qubits as shown in Eq. (15)] and observe the behavior of the real part of the fidelity for 10, 12, and 16 qubits. Particularly for 10 qubits we see a noticeable deviation, probably due to the nonvanishing correlation function for large times. This value becomes smaller as the number of qubits increases but also we average over a larger number of invariant subspaces. In all cases we can see that the correspondence with exact RMT is much better than with ELR.

In Fig. 5 we show the evolution of fidelity, for $\epsilon=31.78$ where the revival is strongest. The error due to finite averaging is much smaller than the intrinsic error. We cannot diminish intrinsic error further, since for 20 qubits we need near more than two weeks of computer time per initial condition, and in order to increase the system size by one qubit we need four times more CPU time for each initial condition, since for each time step we roughly need to double the number of operations and we also need to double the number of time steps (due to the increase in the Heisenberg time). We expect that for sufficiently large Hilbert spaces the intrinsic error will be so small and the self-averaging so strong that even for one initial condition one can clearly observe the fidelity revival.

Finally, for completeness, we also show the behavior for the GOE-type system in Fig. 6. The deviation with ELR is evident, and the error is within the bounds.

V. CONCLUSIONS

The recent exact solutions of the random matrix model for fidelity decay display quite unexpected characteristics for large perturbations and large times. The most remarkable one is the maximum that develops at the Heisenberg time. We showed that this phenomenon, established for an ensemble average, can actually be seen in individual dynamical systems if the Hilbert space is large enough: the effect is not overshadowed by noise and finite size effects. Self-averaging is effective, and indeed we find good agreement with RMT results for fidelity decay for two individual kicked spin chain models, one with and one without a pseudo-time-reversal invariance. The results are achieved without any fit parameter as the perturbation strength has been determined directly from the model we use.

The fact that we have an exact result does not give any intuitive insight, though a suggestion for one is given in Ref. [24]. It was not a priori clear to what extent a single system would follow the random matrix behavior. We have chosen a model which is as far from a semiclassical situation as possible, namely, a strongly nonintegrable quantum spin-1/2 chain. We chose this model because in a semiclassical situation, with strong perturbations of a chaotic system, we do not expect random matrix theory to yield a good result. The rea-
son is the so-called Lyapunov regime of fidelity decay, where
the decay becomes independent of the perturbation strength,
and is determined by the Lyapunov exponent of the classical
system [4]. As this occurs on very short time scales a revival
at the Heisenberg time may still occur, but the dynamics are
more complicated. Thus we chose to use a kicked spin chain,
precisely because it has no apparent classical analog, and
thus we have a good chance that in the extreme noninte-
grable case this system will display generic behavior related
to RMT. Indeed we found this agreement.

There seem to remain three challenges in this context.
First an experimental confirmation of the revival is missing
altogether. Second we do not know if and under what cir-
cumstances systems with a chaotic classical analog will dis-
play the revival. Finally a better intuitive understanding of
the revival would be most desirable.
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